
Figure 1: The blue dots are the data points from line data 2.txt. The green line is the best
fit line using non-homogenous least squares which fits the line based on vertical distance
to all the points. The red line is the best fit line using homogenous least squares which fits
the line based on perpendicular distance to all the points.

The non-homogenous least squares best fit line (green line in Figure 1) was calculated

by rewriting the slope-intercept equation of a line y = mx+b as (x1)→(m; b) = y where

U is a matrix with rows (xi 1) (a column with the x vector and another column of 1s),

y is the vector of yi elements, and x = (m; b) is a vector unknowns. The equation thus

becomes Ux = y and in MATLAB we can solve this by doing x = U \ y to get our

slope m and intercept b.

The homogenous least squares best fit line (red line in Figure 1) was calculated by
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finding a line of the form ax + by = d. This was done by defining U as a matrix with

rows (xi ↑ x̄, yi ↑ ȳ) and defining Un = 0 where vector n = (a, b) and a2 + b2 = 1.

Given Y = U → → U and using eig(Y ) in MATLAB returns a 2x2 matrix of eigenvectors

and another 2x2 matrix of eigenvalues. The column with the minimum eigenvalue

corresponds to the column with the eigenvector we are looking for, and it happened to

be the first column in our case. Thus, that was the answer to our vector n and now

constant d can be computed with d = ax̄ + bȳ. Finally, we have our line ax + by = d

which is rewritten as y = ↑ax/b+ d/b to plot on our graph.

Visually speaking, in Figure 1, homogenous least squares seems to produce the ’better’

line when eyeballing the data and seeing that it aligns closer to the cluster of points in

the middle. When working with data in line data.txt which had little noise, the lines

produced from both methods were almost overlapping, but it can observed here that

perhaps homogenous least squares works better when there is more noise in the data.
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I provide the required stats for both best fit lines below in Figure 2.

Figure 2: Calculations and output were generated in MATLAB.

In Figure 2, the slopes and intercepts of the best fit lines were already computed

previously when we were trying to plot them on the graph. Comparing the slopes of

non-homogenous versus homogenous least squares in Figure 2, we can see that they are

consistent with the plots in Figure 1. The non-homogenous slope is close to zero and

we can see correspondingly that the non-homogenous (green) line in Figure 1 is close

to horizontal in nature. The homogenous (red in Figure 1) slope on the other hand is

more negative and we can see in Figure 1 that it is angled more downwards. Similarly,

we can see that the intercepts for both best fit lines are consistent with what we see

in Figure 1.

For calculating the root mean sqaure error (RMSE) with respect to (w.r.t.) vertical

distance, we take the di!erence between the y values on the best fit line and actual y

values of the points (at every x value) and go on to take the RMSE of the di!erences.

This was done for both non-homogenous and homogenous error in Figure 2.

For calculating the RMSE w.r.t. to the perpendicular distance between points, we first

compute the perpendicular distance between points to the the best fit line. For the

homogenous line, the perpendicular distance is given by ax+ bx↑ d which we already

have from computing the line, so we get this for free. For our non-homogenous line

of the form y = mx + b, we can rewrite it as mx ↑ y + b = 0 where a = m, b =
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↑1, d = ↑b (referring to ax + by = d, not to get confused with the b’s) and compute

its perpendicular distance to every point given by distance = ax+bx↑d↓
(a2+b2)

. With the

perpendicular distances computed, we can the RMSE of the di!erences as usual for

both non-homogenous and homogenous lines, and they are also reported in Figure 2.

Looking at the RMSEs in Figure 2, we can see that the non-homogenous error is lower

than the homogenous error w.r.t. vertical distance. This is consistent with what we

expect because the non-homogenous line is fitted w.r.t. to the vertical distance while

the homogenous line is fitted w.r.t. to the perpendicular distance. We can also see in

Figure 2 that the homogenous error is lower than the non-homogenous error w.r.t. to

perpendicular distance, albeit very slightly. This is consistent with we expect because

homogenous least square fits the line w.r.t. to perpendicular distance between points.

However, the fact that the perpendicular RMSEs are so close in value despite the

lines coming from two di!erent models and being clearly distinct in Figure 1 raises

uncertainty in my results. It could be that my computations were o! for perpendicular

RMSE for the non-homogenous and/or homogenous lines. It could also be that the

small optimization in perpendicular RMSE from the non-homogenous (red) line to

homogenous (green) line in Figure 1 is enough to produce the distinguishable result in

best fit lines.

Interestingly, in Figure 2, the non-homogenous RMSE w.r.t. the perpendicular dis-

tance is slightly lower than its RMSE w.r.t. vertical distance despite the fact that

non-homogenous least squares uses vertical distance. My explanation for this obser-

vation is that, first, since the non-homogenous best fit line is close to zero and thus

lies almost horizontal on the graph, its perpendicular and its vertical distance to the

points must be close in value to each other. With this fact in mind, it could be a

coincidence that the non-homogenous perpendicular RMSE is slightly lower than its

vertical RMSE. Another explanation is a computational error on my part that misrep-
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resents the non-homogenous and/or homogenous perpendicular RMSE. I would have

expected homogenous perpendicular RMSE to be lower than the report in Figure 2

based on the better fitting of the homogenous line visually in Figure 1.

B1. Visually determining a perspective image

I provide the analyzed building.jpeg image below in Figure 3.

Figure 3: Parallel lines were drawn for building.jpeg to look for vanishing points of parallel
lines as well as the colinearity of vanishing points of parallel lines on the same plane.

In Figure 3, a clear vanishing point can be seen for the vertical lines of the main

buliding shown by the pink lines. O! to the top right of Figure 3, black lines are

drawn for two buildings, and two black lines for one building can be seen reaching
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the same vanishing point of the main buliding while the other building has two black

lines reaching a slightly lower vanishing point. So far, the property of parallel lines

converging to a vanishing point is present, but the property of vanishing points on the

same plane being colinear is unclear.

Looking at the green and light blue lines in Figure 3 which are on the same plane as

the pink lines, it seems that the green lines lead to a vanishing point far o! the screen,

and the light blue lines, created by going 6 floors up and across the building, seem

to be literally parallel with each other and not leading to a vanishing point any time

soon. Thus, it can be concluded that the vanishing points on the same plane are not

colinear, if at all even there with the light blue lines.

Thus, this image as shown in Figure 3 is not in perspective. My additional thoughts

on this image is that it is AI enhanced or AI generated. On closer inspection, one can

see that the height of the floors are not consistent, and the floor around where the

highest blue line meets the right corner of the building is much taller than the other

floors in particular which does not make sense. Other observations in Figure 3 are the

piece of buliding on the top left corner of the image which seems to random, and what

are supposed to be the reflections of (hovering? or impossibly tall?) lamp posts near

the bottom of the building do not make sense when scrutinized.

7



B2. Visually determining a perspective image part 2

I provide the image of chandelier.ti! in Figure 4 below.

Figure 4: Parallel reference lines are drawn for chandelier.jpeg along its contours that are
roughly parallel as color coded. The yellow circles indicate where the lines started. The
red circle identifies a point of interest discussed below.

In Figure 4, we start with the assumption that the image is perfectly symmetrical and

draw some lines along obvious parallel parts of the chandelier. No obvious vanishing

points are observed and upon inspection, we can see that the chandelier is not symmet-

rical at all, both with the main body and its arms. The asymmetry of the chandelier

can be seen in its pointed ending at the bottom compared to the vertical blue lines

which does not center evenly between them when observed closely in sections. The

horizontal pink lines also reveal the asymmetry of chandelier’s arms when comparing
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their mismatched elevations compared to the pink lines as well as their mismatched

distance from the body of the chandelier. The red cirle in Figure 4 also brings to

attention what is seemingly a rod that weaves in-between the cross-like metal on the

top of one of the chandelier’s arms which is impossible physically speaking, assuming

that the metal cross is not warped, but on a straight plane as the image would sug-

gest. Therefore, it can be concluded that the image is not symmetrical and is not a

perspective image. Most likely, this image is AI-enhanced or AI generated.
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